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Model and challenges
Aim:	designing	a	reliable	classification	model	to	classify	samples	into	one	of	the	
four	known	molecular	subgroups.
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An	example	of	incomplete	dataset	
(including	missing	data/β-values)

Samples

Features
(17	CpG loci)

NA:	Missing	β-values

0	≤	β-value	≤	1



Categories	of	missingness

• Failure	in:	
– Responding	to	a	question	(in	surveys)	
– Equipment	(sensors),	recording	mechanisms
– Data	entry
– …

Missing	at	Random	
(MAR)

Missing	Completely	
at	Random	(MCAR)

Missing	Not	at	
Random	(MNAR)

The missingness cannot be predicted from any other
variables or sets of variables.

The	probability	that	a	
value	is	missing	depends	
only	on	observed	values.	
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Missing	data

63/106 (59%) samples reported complete sets of β-values
whereas 5/106 (5%) samples had more than 7 missing β-values
(QC measure for CpG locus-specific threshold; black line)

b

Empirical determination of the maximal number of permissible missing 𝜷-values. a) The prediction
accuracy of the SVM classifier model was evaluated in silico by replacing missing data with confounding
methylation values, using the transformation shown in the table.
Using the 17-locus signature from 450k DNA methylation array data, random combinations of 1 to 10 β-values
were replaced with confounding data and the performance of the classifier assessed. The average area under
curve (AUC) from 1000 bootstraps was plotted. An average AUC of > 94% is achieved up to 6 missing β-
value data points. Assay performance declines with more than 6 missing β-value data points (QC
threshold; blue dotted line).

Why missing: by using poor quality DNA (e.g., FFPE derived),
some loci will fail to be assayed (still is not clear the reason).

Two key questions: 1) what is the acceptable number of
missing data (β-values)? 2) how to create a complete dataset
from an incomplete one?
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Package/library	in	R

• ‘Amelia’:	Bootstrap	+	EM
• ‘mice’:	Multivariate	Imputation	using	Chained	
Equations	

• ‘mi’:	Multiple	Imputation	using	an	approximate	
Bayesian	framework

1) Diagnostics	of	the	models
2) Provides	graphics	to	visualize	missing	data	patterns
3) Provides	degree	of	sampling	uncertainty
4) Applicable	for	categorical	data	as	well



Multiple	imputation	modelling
using	Amelia package	in	R
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Final	imputed	cohort	(complete	dataset)

MIMIC	cohort	including	missing	values	
(n=101)

Bootstrapped 
Cohorts

EM Algorithm: 
imputed 
cohorts

Bootstrapping: random sampling with replacement
Why we need bootstrapping: to simulate estimation uncertainty

install.packages("Amelia",	repos="http://r.iq.harvard.edu",	
type	=	"source")	

Multiple imputation involves imputing m plausible values for
each missing cell (reflecting the uncertainty about the missing
value) in your data matrix and creatingm "completed" data sets.

‘Impute’ definition: assign (a value) to something by inference
from the value of the products or processes to which it
contributes.

Assumptions	to	use	this	package:	missing	at	random	(MAR)	and	multivariate	normality
MAR	assumption:	the	pattern	of	missingness only	depends	on	the	observed	data,	not	the	unobserved	data	(missing)



Imputation	results	by	using	“Amelia”	and	“mice”	
packages

Predicted subgroup is insensitive to multiple imputation modelling
technique. Scatterplot of β-values generated by the bootstrapped-based
expectation maximization (BEM) (x axis) and multivariate imputation by
chained equations (MICE) (y axis) showing a strong correlation between the
two methods (R2=0.77).



Performance	of	SVM	model	– error	rate

Performance	of	SVM	model	– error	rate

TUNING: a grid-based appraoch
Tuning_model <- tune(svm,	Trainingset450k17,	label_vector,	
scale	=	F,	tolerance	=	0.00001,	type	=	"C-classification",
kernel	=	"radial",	probability	=	T
ranges	=	list(cost=	seq(0.0,	1.0,	0.2),	gamma	=	seq(0,	15,	1)),	
tunecontrol=	tune.control(sampling	=	“cross”,	cross=10),	seed=1234)	
The	darkest	shades	of	blue	indicating	the	best	(see	the	two	plots).
Narrowing	in	on	the	darkest	blue	range	and	performing	further	tuning.

Plot(Tuning_model,	xlime=range(0:15),	ylime=range(0:1))

TRAINING:
Radial_model <- svm(Trainingset450k17,	label_vector,	
scale	=	F,	tolerance	=	0.00001,	type	=	"C-classification",
kernel	=	"radial",
cost	=	optimum_cost,	gamma	=	optimum_gamma,	
probability	=	T,	seed	=	1234)	

TESTING:
Radial_model <- predict(object= Radial_model,	newdata =	seq.test.BEM.97,	probability=T)	

Creating an optimal SVM classifier in R using e1071 package

Plot(Tuning_model,	xlime=range(0.2:0.25),	ylime=range(8:12))
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